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Abstract
Over the last decades, Content Delivery Networks (CDNs) have been developed to overcome the limitation of 
user perceived latency by replicating contents from the origin server to its content servers around the globe close 
to clients. As some contents occupy most of the storage capacity and processing power in traditional private 
content servers, cloud computing can provide a pool of storage and processing power resources for caching  
contents. By adopting cloud computing to CDN, the content provider can use the cloud infrastructure by distributing  
the contents to cloud servers which will then deliver to near clients. In this paper, we propose a cloud-based CDN  
framework designed by two schemes, including 1) UDP/TCP-based content distribution from the origin server to cloud  
servers and 2) SDN-based cloud server coordination. In addition, we also formulate the optimal content  
placement problem using binary integer programming to minimize the total cost of renting resources including 
storage, processing power, and network bandwidth in cloud providers for hosting contents from the origin server. 
Then, the optimal solution obtained from binary integer programming is evaluated by greedy algorithm and 
simulations. The proposed framework help the content provider to offer high quality services to clients while 
minimizing the cost of rented cloud resources.

Keywords: Cloud-based Content Delivery Networks, User Datagram Protocol, Transmission Control Protocol, 
Software Defined Networking, Binary integer programming, Greedy algorithm
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1 Introduction

In recent years, content delivery networks have distributed  
the contents (including images, real-time video, 
media clips, advertisements, web content, etc.) from 
content servers scattered in multiple locations so that 
clients can retrieve the contents from nearby content 
servers to reduce access latency instead of retrieving 
from remote origin server [1]. Today, there are many  
companies applied content delivery networks, for 
example, Akamai [2], Limelight [3], CoralCDN 
[3], CoDeen [4], etc. Although CDN can provide 
services to the clients by reducing access latency, 
there are still remaining serious issues of processing 
power and cache space limitation in traditional private  
content servers due to some large file downloads such 

as software patches, high quality videos, real - time 
video conferences, etc. 
 To achieve a higher amount of processing power  
and storage capacity, cloud computing provides  
unlimited access to computational resources such as 
processing power, storage, and network bandwidth [5]. 
With cloud computing, the content provider can use a 
pool of large resources and allocates loads of contents to 
cloud servers. Then, the clients in different geographical  
locations can access the contents from the near cloud 
providers. In this paper, we propose a scalable cloud 
based content delivery networks framework designed 
by two schemes, including 1) UDP/TCP-based content 
distribution from the origin server to cloud servers and 
2) SDN-based cloud server coordination.
 First, a UDP/TCP-based content distribution 
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scheme is proposed to provide fast and reliable content  
distribution from the origin server to multiple cloud 
servers. In particular, the content provider (or origin 
server) distributes the contents with high - speed UDP 
(User Datagram Protocol) protocol to cloud servers 
deployed in several locations. However, the nature of 
UDP is unreliable which can result in loss of contents. 
Therefore, TCP (Transmission Control Protocol)  
connection is further supplemented to provide a reliable  
connection by acknowledging the received contents 
between the origin server and cloud servers.
 Second, an SDN-based cloud server coordination 
scheme is proposed to manage efficiently for cloud 
servers. Once the client sends a content request to 
one of the cloud servers and if that cloud server does 
not have that requested content by the client, SDN 
(Software Defined Networking) technique allows the 
controller to monitor, which other cloud servers have 
the content request. Once the content request is found 
in the other cloud server, the controller executes the 
routing with the smallest latency and writes a control 
program or instruction for content the content among 
the cloud servers in hop by hop manner.
 By integrating these two schemes in the proposed 
cloud-based CDN framework, it can achieve fast and  
reliable content distribution from the origin server to cloud  
servers and efficient coordination between cloud servers.  
In addition, we also consider the cost-effectiveness  
of the content provider. Although cloud computing can 
reduce the infrastructure cost for the content provider, 
it still leaves the problem of optimal distribution of 
numerous contents among multiple cloud servers 
since it has impact the monetary cost to provision  
resources (e.g., processing power, storage, and network 
bandwidth). To achieve the optimal content placement 
in cloud servers with the minimum total cost, we 
formulate an optimization model using binary integer  
programming and obtain the optimal solution. Then, we 
applied a greedy algorithm and performed simulations  
to evaluate the optimal solution from binary integer 
programming. With the optimization model, the content  
provider can optimally distribute content to cloud 
servers at reasonable prices.
 The key contributions of this paper are to:

Propose scalable cloud-based CDN framework 
designed by two schemes UDP/TCP-based content 
distribution and SDN-based cloud server coordination.

Formulate binary integer programming model 

to achieve cost effectiveness for content provider 
by optimally allocating contents to cloud servers for 
proposed framework.

and Apply greedy algorithm and perform  
simulations to evaluate the optimal solution obtained 
from binary integer programming.
 The remainder of this paper is organized as  
follows. The related works are reviewed in Section 2. 
The proposed scalable cloud-based content delivery 
networks framework is proposed in Section 3. The  
system model and assumption are presented in Section 4.  
The problem formulation based on binary integer 
programming is derived in Section 5. The numerical  
results are studied in Section 6. Finally, the contributions  
of this paper are concluded in Section 7.

2 Related Work

Recently, a number of studies have investigated CDNs 
Among those works the researchers developed a new 
technique called cluster shutdown to save energy by 
turning off the servers in CDN during off-peak hours [6].  
A new CDN architecture called server clusterrs was 
introduced improve system performance by grouping 
the content servers and exploiting the benefits of server 
cooperation [1]. A prototype of simple application 
independent data lockers (SAILOR) was designed 
and implemented, which provides a shared in-network  
storage infrastructure for content distribution to improve  
network efficiency and application performance  
[7].
 Nowadays, content delivery networks (CDNs)  
using cloud computing for different concerns have 
started to emerge. For example, the work in [8]  
proposed and implemented a CloudSeal scheme for  
secure content storage and delivery via the public 
cloud. The work in [9] presented a novel CDN  
architecture called ActiveCDN which utilizes cloud 
computing to enhance content delivery services. The 
work in [10] proposed an Elastic Video Endpoint 
(EVE) to dynamically provision cloud resources when 
they are required.
 In this paper, we propose a scalable cloud-based  
content delivery networks framework designed by 
two schemes, including 1) UDP/TCP-based content  
distribution and 2) SDN-based cloud server coordination.  
By using both UDP and TCP protocols, they can provide  
fast and reliable data transmission. The previous work 



3

N. M. Sandar, “ Binary Integer Programming Approach to Optimal Content Placement in Cloud-based Content Delivery Networks.”

Applied Science and Engineering Progress, Vol. 15, No. 3, 2022, 2681

in [11] proposed a Reliable Blast UDP (RBUDP) 
scheme which applies UDP protocol and TCP protocol 
to achieve reliable and fast large data transmission. 
Likewise, the use of SDN technique can manage the 
network efficiently with the control program. The  
recent work in [12] proposed an SDN-based architecture  
to design a dynamic and highly efficient bulk data 
transfers among geo-distributed multiple datacenters. 
Based on the previous works, it demonstrated that the 
aforementioned network techniques can offer several 
advantages applied in different fields. By applying 
the advantages of those network techniques in our 
proposed framework, we expect that it can provide 
several benefits of fast, reliability, and efficiency for 
content delivery networks. Furthermore, we formulate 
a binary integer programming model for the problem of 
optimal content placement to cloud servers to minimize 
the total cost of storage, processing power, and network 
bandwidth for the content provider.
 Compared to the earlier works, we realize that 
lots of researchers explored various challenges and 
proposed various approaches to improve CDN service.  
However, to the best of our knowledge, they still 
lack of consideration to combine the aforementioned  
network techniques to completely perfect the scalability  
of content delivery networks. Moreover, we also apply 
the optimization technique based on binary integer 
programming to minimize the total cost of cloud  
resources for the content provider in the proposed 
cloud-based CDN framework.

3 Proposed Framework

In this section, we present a scalable cloud-based content 
delivery networks framework as shown in Figure 1. The 
proposed framework in Figure 1 consists of three basic 
components : content distribution, server coordination, 
and content delivery. First, the content distribution  
component distributes the contents from the origin server  
(or content provider) to cloud servers. After that, the cloud  
servers provide a large amount of storage and processing 
power for the received contents for various services. 

• Content database service: This service is used 
for organizing and managing the contents.

• Content replica service: This service is used 
for replicating the same contents in cloud servers.

• Content compression service: Some content 
might be large so that this service can compress the 

size of content for efficient storage and transfer to 
customers.

• Content rendering service: This service is used 
for displaying the contents on clients’ devices.
 In addition, the cloud servers coordinate with 
each other to share the contents. In the case where 
one of the servers cannot fulfill the client’s request, 
the content delivery component delivers the requested 
content from the nearest cloud server.
 To improve the scalability of the proposed  
framework, each component is designed by several 
schemes as presented in the following subsections.

3.1  UDP/TCP-based content distribution 

As illustrated in Figure 2, this section presents the 
concept of UDP/TCP-based content distribution 
scheme [13].  
 1) Frist, the origin server distributes the contents 
(e.g., movie, music, image, TV shows, etc.) to one 
cloud server using User Datagram Protocol (UDP) 
protocol which provides a faster connection than  
Transmission Control Protocol (TCP). However, 
UDP protocol is unreliable and results in loss of  
contents.
 2) Therefore, after distributing contents, the  
origin server sends a Done signal with a list of contents 
to that cloud server over TCP protocol which is more 
reliable than UDP protocol. 
 3) The cloud server receives and checks a list of 
contents. Then, it sends an Acknowledged signal back 
to the origin server which contents are received and 
which contents are missed over TCP protocol. 
 4) After that, the origin server redistributes the 
missing contents to the cloud server. In this way, this 

Figure 1: Scalable cloud-based content delivery 
networks.
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proposed scheme can provide fast and reliable content 
distribution.

3.2  SDN-based cloud server coordination 

This section presents an SDN-based cloud server  
coordination scheme as shown in Figure 3. This 
proposed scheme utilizes the developing technology  
called software defined networking (SDN). This 
network technology allows network administrators or 
controllers to provide programmable network paths 
[14]. We present the step by step routing procedure 
for this proposed scheme below.
 1) There are multiple cloud servers in different 
locations {j1, j2, j3, …}.
 2) There are a set of contents {k1, k2, k3, …} in 
different cloud servers.
 3) There is a controller which is centralized and 
controlled among cloud servers.
 4) If a client requests content k1 to cloud server 
j1, then j1 (if it has) transfers content k1 to client.
 5) If j1 does not have the content k1 requested 
by the client, the controller monitors the other cloud 
servers {j2, j3, j4, …}.
 6) If content k1 is found in the other cloud server 
j4, the controller performs routing execution from j1  
to j4 in terms of smallest latency.
 Then, the command dispatcher in the controller 
sends the signal to the cloud server j1 with the generated  
routing decision. 
 The signal handler in cloud server j1 handles the 
signal sent by the controller via the control path.
 After that, the forwarding information base in 
cloud server j1 forwards the name of requested content  
k1 to the other cloud server j4 based on the routing 

execution by the controller.
 The other cloud server j4 will return back the 
content k1 requested by a client to the cloud server j1 
by following the reverse path.
 By using SDN approach, this proposed scheme 
can efficiently manage and control the routing of 
content sharing among cloud servers with low latency. 
However, SDN can sometimes have the risk of software  
errors so that it can result in unreliable network paths 
for sharing contents between cloud servers. For this 
issue, the controller must be frequently upgraded to fix 
the errors and improve network performance.

4 System Model and Assumption

As proposed in Figure 1, the system model of cloud-
based CDN framework consists of four main entities 
(i.e., content provider, contents, cloud servers, and 
clients). A content provider has a set of contents 
(e.g., audio, video file, etc.) denoted by k ∈ K. The 
content provider needs to distribute contents to cloud  
servers in advance before delivering the contents to its 
clients. The same content can be distributed to more 
than one cloud server. The content provider rents 
storage, processing power, and network bandwidth 
offered by cloud providers for distributing content. 
Let ek denotes the processing power required by each 
content k (CPU-hours). Let hk denotes the storage 
capacity required by each content k (MB). Let nk 
denotes the network bandwidth to transfer for each 
content k (MB/sec).
 Let j ∈ J denotes a set of cloud servers. Let aj 
denotes the maximum processing power from each 

Figure 2: UDP/TCP-based content distribution scheme.

Figure 3: SDN-based cloud server coordination scheme.
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cloud server j (CPU-hours) to compute contents k. 
Let rj denotes the maximum storage capacities from 
each cloud server j (GB) to store contents k. Let bj 
denotes the maximum network bandwidth from each 
cloud server (GB/sec) to distribute contents k. Let 
cpj denote unit cost to process contents k charged by 
cloud servers j ($/CPU-hours). Let csj denotes unit 
cost to store contents k charged by cloud servers j  
($/GB). Let cbj denotes unit cost to distribute contents 
k charged by cloud servers j ($/GB-sec).
 In this system model, we propose the problem  
for content providers how to distribute the  
contents to the cloud servers in order to minimize 
the total cost (including processing power, storage,  
and network bandwidth) subject to the constraints 
for processing power, storage, and delay are  
defined as well. Let Xkj denotes the decision variable  
which indicates that content k is stored in cloud  
servers j.

5 Problem Formulation

To solve the optimal content placement problem, we 
formulate the optimization approach based on binary 
integer programming as follows.
Minimize:

∑k∈K ∑j∈J [(ek × cpj × Xkj) + (hk ×csj × Xkj) + 
(nk × cbj × Xkj)] (1)

Subject to:

∑j∈J Xkj ≥ 1, ∀k ∈ K (2)
ek Xkj ≤ aj, ∀k ∈ K, j ∈ J (3)
hk Xkj ≤ rj, ∀k ∈ K, j ∈ J (4)
nk Xkj ≤ bj, ∀k ∈ K, j ∈ J (5)
Xkj ∈{0,1}, ∀k ∈ K, j ∈ J (6)

 Objective function in (1) is to minimize the 
total cost for processing power, storage capacity, and 
network bandwidth for distribution of contents. The 
constraint in (2) ensures that the content provider 
must replicate each content k at least one cloud server 
j. The constraint in (3) ensures that the processing 
power required by each content ek must not exceed 
the maximum processing power offered by each cloud 
server aj. The constraint in (4) ensures that the storage 
capacity required by each content hk must not exceed 

the maximum storage capacity offered by cloud 
each server rj. The constraint in (5) ensures that the  
network bandwidth required by each content nk must 
not exceed the maximum network bandwidth offered 
by each cloud server bj. The last constraint in (6)  
indicates that decision variable Xkj takes binary 
integer numbers (i.e., 0 and 1). The meaning of 
0 represents that content is not allocated to cloud  
servers while the meaning of 1 represents that content 
is allocated to cloud servers.

6 Parameter Setting and Numerical Results

To solve the formulations in Section 5, we define  
parameters and generate numerical results. In the system  
model shown in Figure 1, it is considered to simplify 
that there are four contents (i.e., {k1, k2, k3, k4}) and 
four cloud servers (i.e., {j1, j2, j3, j4}). The processing  
power required by each content k1, k2, k3, and k4 is 
50, 52, 53, and 55 (CPU-hours), respectively. The 
storage capacity required by each content k1, k2, k3, 
and k4 is 73, 74, 75, and 78 (MB), respectively. The 
network bandwidth required by each content k1, k2, 
k3, and k4 is 5.69, 6.25, 7.87, and 10.34 (MB/sec), 
respectively. 
 The maximum processing power offered by cloud 
servers j1 and j2  is 1200 (CPU-hours), j3 is 1500 (CPU-
hours) and j4 is 1000 (CPU-hours), respectively. The 
maximum storage capacity offered by cloud servers j1 
and j4 are 1000 (GB), j2  is 2000 (GB), and j3 is 3000 
(GB), respectively. The maximum network bandwidth 
offered by each cloud server j1 is 33.33 (GB/sec), j2 is 
67.68 (GB/sec), j3 is 48.84 (GB/sec), and j4 is 50.25 
(GB/sec), respectively. The unit costs of processing 
power charged by each cloud server j1 is 1.280, j2 
is 1.320, j3 is 1.150, and j4 is 1.250 ($/CPU-hours),  
respectively. The unit costs of storage capacity charged 
by each cloud server j1 are 0.930, j2 is 1.200, j3 is 1.250, 
and j4 is 0.950 ($/MB), respectively. The unit costs 
of network bandwidth charged by each cloud server 
j1 are 0.080, j2 is 0.083, j3 is 0.089, and j4 is 0.090  
($/MB-sec), respectively.
 After that, we input the defined parameters to 
the formulations from (1)–(6) and solve them by 
GAMS/CPLEX solver [15]. The numerical results  
of optimal content placement to cloud servers  
obtained from GAMS/CPLEX solver are described 
in Table 1.
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Table 1: Numerical results of optimal content placement
Decision Variable (Xkj) Optimal Solution

Xk1 j1 1
Xk1j2 0
Xk1 j3 0
Xk1 j4 0
Xk2 j1 0
Xk2 j2 0
Xk2 j3 0
Xk2 j4 1
Xk3 j1 0
Xk3 j2 0
Xk3 j3 0
Xk3 j4 1
Xk4 j1 1
Xk4 j2 0
Xk4 j3 0
Xk4 j4 0

Total Cost $550.183

 In Table 1, the optimal solution is obtained from 
the optimization approach where the content provider 
can allocate the contents k1to cloud server j1, k2 to cloud 
server j4, k3 to cloud server j4, and k4 to cloud server j1 
with the minimum total cost of $550.183. 

6.1  Greedy algorithm

In this section, we applied the greedy algorithm to 
evaluate the optimal solution obtained by binary  
integer programming as presented in Algorithm

Algorithm 1: Greedy method for optimization problem
1. Select X ← Input Domain Set {C}
2. If (feasible (X)) then go to step 3 else go to step 1
3. X → solve model in (1)
4. X ∩ Solution Set {S}
5. Repeat step 1

 Generally, a greedy algorithm solves the  
optimization problem by making choices that seem to 
be the best at the particular moment [16]. As shown in  
Algorithm 1, the greedy algorithm proceeds step by step. 
First, we select an input X from the input domain set {C}. 
Next, we check the selected input X whether it is feasible  
or not by checking the problem’s constraints. If the 
input X satisfies the constraints, it is called a feasible 

solution and assigned to objective function. Then, this 
feasible input is added to the solution set {S}. On the 
other hand, if the input X violates one constraint; it 
is called an infeasible solution and never considered. 
Then we select new input from input domain set {C} 
and perform through a sequence of steps.
 Based on objective function (either maximize 
or minimize), we choose a local optimal solution 
from solution set {S} which looks best at the moment 
among all feasible candidates. To better understanding 
the above algorithm, we demonstrate how it works for 
optimization problem as follow. Table 2 shows the 
input domain set {C} which contains a set of n inputs 
or decision variables (i.e., Xkj) represented by binary 
numbers 0 and 1. In our work, we made 10 attempts to 
find an optimal solution by examining each decision 
variable from Table 2 on the following page.
 Each decision variable is first checked its feasibility  
in given constraints (2)–(5). As can be seen in Table 2,  
the feasible solutions are highlighted with yellow color 
whereas infeasible solutions are highlighted with red 
color.
 After that, we compute the feasible solutions into 
the objective function (1) and add them to the solution  
set {S} as presented in Table 3 on the following page. 
In Table 3, each feasible solution yields a different  
objective function. Intuitively, we highlight the  
optimal solution with green color which is the same 
as the one obtained from GAMS/CPLEX solver with 
the minimum objective function value.
 It also looks best local choice among all feasible 
solutions until that attempt.
 To be concluded, a greedy algorithm can be  
applied to an optimization problem which is easy to 
implement. However, it can sometimes fail to find 
the global optimal solution because it makes a locally 
optimal choice and does not operate exhaustively on 
all the inputs.

6.2  Simulation with different scenarios 

In this section, more simulation is performed in 
GAMS/CPLEX solver for evaluating the performance 
of using optimization approach. In the simulation, 
different parameter settings for a number of contents, 
storage capacity of contents, processing power of  
contents, and network bandwidth of contents are  
studied in three different scenarios.
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6.2.1 First scenario

For the first scenario, it is assumed that there are five 
contents, denoted by |K| = 5. The required storage 
capacity of each content k1, k2, k3, k4, and k5 are 20, 
25, 30, 35, and 40 (MB), respectively. The required 
processing power of each content k1, k2, k3, k4, and k5 
are 30, 35, 40, 45, and 50 (CPU-hours), respectively. 
The required network bandwidth of each content k1, 
k2, k3, k4, and k5 are 2.69, 3.25, 4.87, 5.34, and 6.29 
(MB/sec). Then, the numerical result of allocating 
contents to each cloud server for the first scenario is 
shown in Table 4. 
 In Table 4, the optimal solution with optimization 
approach for the first scenario shows that the contents 
k1 are allocated to cloud server j1, k2 is allocated to 
cloud server j4, k3 is allocated to cloud server j4, k4 is 

allocated to cloud server j4, and k5 is allocated to cloud 
server j4 with the minimum total cost of $379.493. The 
values without optimization approach show that the 
contents k1 is allocated to cloud server j2, k2 is allocated 
to cloud server j1, k3 allocated to cloud server j3, k4 is 
allocated to cloud server j1, and k5 is allocated to cloud 
server j4 with the higher total cost of $397.510.

6.2.2 Second scenario

For the second scenario, it is assumed that there are 
six contents, denoted by |K| = 6. The required storage 
capacity of each content k1, k2, k3, k4, k5 and k6 are 
30, 35, 40, 45, 50, and 55 (MB), respectively. The 
required processing power of each content k1, k2, k3, k4, 
k5, and k6 are 40, 45, 50, 55, 60, and 65 (CPU-hours),  
respectively. The required network bandwidth of each 

Table 2: Input domain set {C} 

Attempts
Decision Variable (Xkj )

Xk1j1
Xk1j2

Xk1j3
Xk1j4

Xk2j1
Xk2j2

Xk2j3
Xk2j4

Xk3j1
Xk3j2

Xk3j3
Xk3j4

Xk4j1
Xk4j2

Xk4j3
Xk4j4

1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
2 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
3 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
4 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
5 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
6 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0
7 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
8 0 1 0 1 0 0 0 0 1 0 0 0 1 0 0 0
9 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0

10 0 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0
11 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0
12 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
13 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1
14 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 0
15 1 1 1 0 1 0 0 1 1 1 0 0 0 0 0 0
...

...
n n

Table 3: Solution set {S}
Feasible Solutions for Decision Variable (Xkj ) Objective 

Function 
Value ($)Xk1j1

Xk1j2
Xk1j3

Xk1j4
Xk2j1

Xk2j2
Xk2j3

Xk2j4
Xk3j1

Xk3j2
Xk3j3

Xk3j4
Xk4j1

Xk4j2
Xk4j3

Xk4j4

0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 550.214
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 619.183
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1169.397
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1189.916
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 550.183
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content k1, k2, k3, k4, k5, and k6 are 3.15, 4.29, 5.67, 6.24, 
7.50, and 8.15 (MB/sec). Then, the numerical result of 
allocating contents to each cloud server for the second 
scenario is shown in Table 5. 
 In Table 5, the optimal solution with optimization  
approach for the second scenario shows that the contents  
k1 is allocated to cloud server j4, k2 is allocated to 
cloud server j4, k3 is allocated to cloud server j4, k4 is 
allocated to cloud server j4, k5 is allocated to cloud 
server j4, and k6 is allocated to cloud server j4with the 
minimum total cost of $621.150. The values without 
optimization approach show that the contents k1 is  
allocated to cloud server j3, k2 is allocated to cloud 
server j2, and k3 is allocated to cloud server j4, k4 is 
allocated to cloud server j1, k5 is allocated to cloud 
server j2, and k6 is allocated to cloud server j3 with the 
higher total cost of $676.444.

6.2.3 Third scenario

For the third scenario, it is assumed that there are seven 
contents, denoted by |K| = 7. The required storage  

capacity of each content k1, k2, k3, k4, k5, k6, and k7 
are 40, 45, 50, 55, 60, 65, 70 (MB), respectively. The  
required processing power of each content k1, k2, k3, k4, 
k5, k6, and k7 are 45, 50, 55, 60, 65, 70, and 75 (CPU-
hours), respectively. The required network bandwidth 
of each content k1, k2, k3, k4, k5, k6, and k7 are 4.30, 5.34, 
6.80, 7.35, 8.60, 9.85, and 10.25 (MB/sec). Then, the 
numerical result of allocating contents to each cloud 
server for the third scenario is shown in Table 6.
 In Table 6, the optimal solution with optimization 
approach for the  third scenario shows that the contents 
k1 is allocated to cloud server j4, k2 is allocated to cloud 
server j4, k3 is allocated to cloud server j4, k4 is allocated 
to cloud server j4, k5 is allocated to cloud server j4, k6 is 
allocated to cloud server j4, and k7 is allocated to cloud 
server j4 with the minimum total cost of $884.974. The 
values without optimization approach show that the 
contents k1 is allocated to cloud server j1, k2 is allocated 

Table 4: Numerical result for first scenario
Decision 

Variable (Xkj)
With 

Optimization
Without 

Optimization
Xk1 j1

1 0
Xk1j2

0 1
Xk1 j3

0 0
Xk1 j4

0 0
Xk2 j1

0 1
Xk2 j2

0 0
Xk2 j3

0 0
Xk2 j4

1 0
Xk3 j1

0 0
Xk3 j2

0 0
Xk3 j3

0 1
Xk3 j4

1 0
Xk4 j1

0 1
Xk4 j2

0 0
Xk4 j3

0 0
Xk4 j4

1 0
Xk5 j1

0 0
Xk5 j2

0 0
Xk5j3

0 0
Xk5 j4

1 1
Total Cost $379.493 $397.510

Table 5: Numerical result for second scenario
Decision 

Variable (Xkj)
With 

Optimization
Without 

Optimization
Xk1 j1

0 0
Xk1j2

0 0
Xk1 j3

0 1
Xk1 j4

1 0
Xk2 j1

0 0
Xk2 j2

0 1
Xk2 j3

0 0
Xk2 j4

1 0
Xk3 j1

0 0
Xk3 j2

0 0
Xk3 j3

0 0
Xk3 j4

1 1
Xk4 j1

0 1
Xk4 j2

0 0
Xk4 j3

0 0
Xk4 j4

1 0
Xk5 j1

0 0
Xk5 j2

0 1
Xk5j3

0 0
Xk5 j4

1 0
Xk6 j1

0 0
Xk6 j2

0 0
Xk6 j3

0 1
Xk6 j4

1 0
Total Cost $621.150 $676.444
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to cloud server j3, and k3 is allocated to cloud server 
j4, k4 is allocated to cloud server j2, k5 is allocated to 
cloud server j3, k6 is allocated to cloud server j1, and 
k7 is allocated to cloud server j4 with higher total cost 
of $928.467.
 According to the simulation results, it can be  
deducted that our optimization approach can provide 
the optimal solution to allocate contents to cloud servers  
with the minimum total cost for different data sets in 
different scenarios.

6.3  Scalability Experiment with a Large Number of 
Contents

This experiment was repeated 50 times using different  

scenarios with different combinations of contents {k1, 
k2, k3,…, k50}. Each content has different requirements 
of processing power, storage capacity, and network 
bandwidth. There are four cloud servers {j1, j2, j3, j4}. 
The maximum processing power offered by cloud 
servers j1 and j2  is 1200 (CPU-hours), j3 is 1500 (CPU-
hours) and j4 is 1000 (CPU-hours), respectively. The 
maximum storage capacity offered by cloud servers j1 
and j4  is 1000 (GB), j2  is 2000 (GB), and j3  is 3000 
(GB), respectively. The maximum network bandwidth 
offered by each cloud server j1 is 33.33 (GB/sec), j2  is 
67.68 (GB/sec), j3  is 48.84 (GB/sec), and j4 is 50.25 
(GB/sec), respectively. The unit costs of processing 
power charged by each cloud server j1 is 1.280, j2 
is 1.320, j3 is 1.150, and j4 is 1.250 ($/CPU-hours),  
respectively. The unit costs of storage capacity charged 
by each cloud server j1 is 0.930, j2 is 1.200, j3 is 1.250, 
and j4 is 0.950 ($/MB), respectively. The unit costs of 
network bandwidth charged by each cloud server j1 is 
0.080, j2 is 0.083, j3 is 0.089, and j4 is 0.090 ($/MB-sec),  
respectively.
 The pre-defined parameters were used as input 
to the GAMS/CPLEX solver to run the experiment. 
The total cost with and without using the proposed 
algorithm is shown in Figure 4. 
 According to the result shown in Figure 4, the 
proposed optimization algorithm can address the  
scalability issue and provides a lower total cost than 
the algorithm without optimization. 

7 Conclusions

In this paper, we proposed a scalable cloud based CDN 
framework by developing two schemes, i.e., UDP/
TCP for content distribution from a content provider to 

Figure 4: SDN-based cloud server coordination scheme.

Table 6: Numerical result for third scenario
Decision 

Variable (Xkj)
With 

Optimization
Without 

Optimization
Xk1 j1 0 1
Xk1j2 0 0
Xk1 j3 0 0
Xk1 j4 1 0
Xk2 j1 0 0
Xk2 j2 0 0
Xk2 j3 0 1
Xk2 j4 1 0
Xk3 j1 0 0
Xk3 j2 0 0
Xk3 j3 0 0
Xk3 j4 1 1
Xk4 j1 0 0
Xk4 j2 0 1
Xk4 j3 0 0
Xk4 j4 1 0
Xk5 j1 0 0
Xk5 j2 0 0
Xk5j3 0 1
Xk5 j4 1 0
Xk6 j1 0 1
Xk6 j2 0 0
Xk6 j3 0 0
Xk6 j4 1 0
Xk7 j1 0 0
Xk7 j2 0 0
Xk7 j3 0 0
Xk7 j4 1 1

Total Cost $884.974 $928.467
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cloud servers and SDN for cloud server coordination.  
Our framework is expected to offer various benefits of 
fast, reliable, and efficient content delivery networks.
 Moreover, we have applied the optimization 
model of binary integer programming to obtain the 
optimal solution for the problem of content placement 
among multiple cloud servers to minimize the total cost 
of rented resources (storage, processing power, and 
internal bandwidth) for a content provider. According  
to the numerical results, the use of the optimization  
approach can save the budget of the content provider 
by optimally distributing contents to appropriate cloud 
servers. Then, we have evaluated the optimal solution 
for content placement by using the greedy algorithm 
and performing simulations. 
 The research direction for future work is to  
evaluate the performance of two schemes for the  
proposed framework by using simulation.
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